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Motivation

What’s all the fuss about?

� We want to maximize a measure of our utility.
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Motivation

What’s all the fuss about?
� We want to maximize a measure of our utility.

Why should we care about learning?1

� Temporal nature of the domain
� Regularity across time
� Using strategies based on experiences gained so far

1Shoham and Leyton-Brown, Multiagent systems: Algorithmic,
game-theoretic, and logical foundations
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Motivation

What’s all the fuss about?
� We want to maximize a measure of our utility.

Why should we care about learning?1

� Temporal nature of the domain
� Regularity across time
� Using strategies based on experiences gained so far

Okay, calm down! We already have no-regret learning
algorithms. They go toe-to-toe with humans in Poker!2 :))

� WHAT!!! Didn’t you just say you want to maximize a
measure of your utility?!

� Yeah, because closeness of their result to Nash equilibrium
is still the final goal.

1Shoham and Leyton-Brown, Multiagent systems: Algorithmic,
game-theoretic, and logical foundations

2Zinkevich et al., “Regret minimization in games with incomplete
information”
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Motivation

Is CFR2 (as a representative of no-regret algorithms) the
best way to get close to Nash equilibrium?

Is there other ways of learning to achieve this goal better?

2Zinkevich et al., “Regret minimization in games with incomplete
information”
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3Ganzfried, “Fictitious play outperforms counterfactual regret
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Fictitious Play (FP)
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Fictitious Play (FP)

Initially, to compute Nash equilibria in zero-sum games.4,5

4Robinson, “An iterative method of solving a game”
5Brown, “Iterative solution of games by fictitious play”
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Fictitious Play (FP)

Initially, to compute Nash equilibria in zero-sum games.4,5

Players don’t need to know the game they’re playing nor
the payoffs of others.6

The game Γ is repeated game.
There are N players.
bi(π−i) the set of best responses of the player i,∀i ∈ N to
other players’ mixed strategy π−i .
Every player i, ∀i ∈ N plays a mixed strategy πi :

� πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi(π−i

t )

� π−i
t could be the empirical distribution of the opponent’s

previous actions.
� αt =

1
t , t ∈ N+

� πi
0: Initial beliefs.

4Robinson, “An iterative method of solving a game”
5Brown, “Iterative solution of games by fictitious play”
6Hendon, Jacobsen, and Sloth, Fictitious Play in Extensive Form Games
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Example (π−i
t )
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Example (π−i
t )

In a repeated Prisoner’s Dilemma game, if the opponent has
played C ,C ,D,C ,D in the first five games, before the sixth
game he is assumed to be playing the mixed strategy (0.6, 0.4).1

1Shoham and Leyton-Brown, Multiagent systems: Algorithmic,
game-theoretic, and logical foundations
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Example (Matching Pennies)
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Example (Matching Pennies)

Each player ends up alternating back and forth between playing
heads and tails. In fact, as the number of rounds tends to
infinity, the empirical distribution of the play of each player will
converge to (0.5, 0.5).1

1Shoham and Leyton-Brown, Multiagent systems: Algorithmic,
game-theoretic, and logical foundations
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Example (Shapley’s Almost-Rock-Paper-Scissors)
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Example (Shapley’s Almost-Rock-Paper-Scissors)

The unique Nash equilibrium of this game is for each player to
play the mixed strategy (1

3 ,
1
3 ,

1
3). However, when π1

0 = (0, 0, 0.5)
and π2

0 = (0, 0.5, 0). It can be shown that the empirical play of
this game never converges to any fixed distribution.7

7Shapley et al., Some topics in two-person games
Alireza Kazemipour Fictitious Play in Self Play
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Convergence of FP
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Convergence of FP

Zero-sum games.4

4Robinson, “An iterative method of solving a game”
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Convergence of FP

Zero-sum games4.
Potential Games8,9.

4Robinson, “An iterative method of solving a game”
8Krishna, Learning in games with strategic complementarities
9Berger, “Brown’s original fictitious play”
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Convergence of FP

Zero-sum games4.
Potential Games8,9.
2× n with generic payoffs games10.

4Robinson, “An iterative method of solving a game”
8Krishna, Learning in games with strategic complementarities
9Berger, “Brown’s original fictitious play”

10Berger, “Fictitious play in 2× n games”
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Convergence of FP

Zero-sum games4.
Potential Games8,9.
2× n with generic payoffs games10.
Solvable by iterated elimination of strictly dominated
strategies games11Miyasawa, On the convergence of the
learning process in a 2× 2 non-zero-sum two-person game

4Robinson, “An iterative method of solving a game”
8Krishna, Learning in games with strategic complementarities
9Berger, “Brown’s original fictitious play”

10Berger, “Fictitious play in 2× n games”
11.

Alireza Kazemipour Fictitious Play in Self Play
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Variants of FP
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Variants of FP

Original FP4,5:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi(π−i

t )

4Robinson, “An iterative method of solving a game”
5Brown, “Iterative solution of games by fictitious play”
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Variants of FP

Original FP4,5:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi(π−i

t )

ε-best response12:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi

εt(π
−i
t )

4Robinson, “An iterative method of solving a game”
5Brown, “Iterative solution of games by fictitious play”

12Van der Genugten, “A weakened form of fictitious play in two-person
zero-sum games”
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Variants of FP

Original FP4,5:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi(π−i

t )

ε-best response12:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi

εt(π
−i
t )

Perturbed best response13:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi(π−i

t + M i
t+1)

4Robinson, “An iterative method of solving a game”
5Brown, “Iterative solution of games by fictitious play”

12Van der Genugten, “A weakened form of fictitious play in two-person
zero-sum games”

13Benaı̈m, Hofbauer, and Sorin, “Stochastic approximations and
differential inclusions”
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Generalized Weakened Fictitious Play

Generalized Weakened Fictitious Play14:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi

εt(π
−i
t + M i

t+1)

14Leslie and Collins, “Generalized weakened fictitious play”
Alireza Kazemipour Fictitious Play in Self Play
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Recap

WHY???
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Let’s shift gears!
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Convergence of FP in Extensive-form games
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Convergence of FP in Extensive-form games

If FP in extensive-form (XPF) is realization equivalent to a
normal-form FP then it inherits its convergence guarantees.

However, it can be implemented using only behavioral
strategies and therefore its computational complexity per
iteration is linear in the number of game states rather than
exponential15! :))

15Heinrich, Lanctot, and Silver, “Fictitious self-play in extensive-form
games”
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Realization Equivalent
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Realization Equivalent

Definition (Heinrich, Lanctot, and Silver, 2015)
Two strategies π1 and π2 of a player are realization-equivalent if
for any fixed strategy profile of the other players both
strategies, π1 and π2, define the same probability distribution
over the states of the game.

Alireza Kazemipour Fictitious Play in Self Play
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Realization Equivalent

Definition (Heinrich, Lanctot, and Silver, 2015)
Two strategies π1 and π2 of a player are realization-equivalent if
for any fixed strategy profile of the other players both
strategies, π1 and π2, define the same probability distribution
over the states of the game.

Definition (Kuhn, 1953)
For a player with perfect recall, any mixed strategy is
realization-equivalent to a behavioral strategy, and vice versa.
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Realization Equivalent

Lemma (Heinrich, Lanctot, and Silver, 2015)
Let π and β be two behavioral strategies, P and B two mixed
strategies that realization equivalent to π and β, γ1, γ2 ∈ R≥0
with γ1 + γ2 = 1 and xκ(h) be the probability that a behavioral
strategy κ get to an information set h, ∀h ∈ I where I is the set
of all information sets. Then ∀h:

µ(h) = π(h) +
γ2xβ(h)

γ1xπ(h) + γ2xβ(h)
(β(h)− π(h))

defines a behavioral strategy µ at h and µ is realization
equivalent to the mixed strategy M = γ1P + γ2B.

Alireza Kazemipour Fictitious Play in Self Play



46/63

XFP is realization equivalent to normal-form FP

Theorem (Heinrich, Lanctot, and Silver, 2015)
Let π0 be an initial behavioral strategy profile. The
extensive-form process:

βi
t ∈ bi

εt(π
−i
t )

πi
t+1(h) = πi

t(h) +
αt+1x i

βt
(h)

(1− αt+1)x i
πt(h) + αt+1x i

βt
(h)

(βi
t (h)− πi

t(h))

for all players i ∈ N and all their information sets h ∈ I i is
realization-equivalent to a generalized weakened fictitious play in
the normal-form and therefore the average strategy profile
converges to a Nash equilibrium.
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XFP is realization equivalent to normal-form FP

Theorem (Heinrich, Lanctot, and Silver, 2015)
Let π0 be an initial behavioral strategy profile. The
extensive-form process:

βi
t ∈ bi

εt(π
−i
t )

πi
t+1(h) = πi

t(h) +
αt+1x i

βt
(h)

(1− αt+1)x i
πt(h) + αt+1x i

βt
(h)

(βi
t (h)− πi

t(h))

for all players i ∈ N and all their information sets h ∈ I i is
realization-equivalent to a generalized weakened fictitious play in
the normal-form and therefore the average strategy profile
converges to a Nash equilibrium.

Upshot: we can remain in the regime of behavioral
strategies and apply FP! :))

Alireza Kazemipour Fictitious Play in Self Play
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In short

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi

εt(π
−i
t )
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In short

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi

εt(π
−i
t )

βi
t ∈ bi

εt(π
−i
t )

πi
t+1(h) = πi

t(h) +
αt+1x i

βt
(h)

(1− αt+1)x i
πt(h) + αt+1x i

βt
(h)︸ ︷︷ ︸

αt+1

(βi
t (h)− πi

t(h))
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Fictitious Self-Play

XFP (like CFR2) sweeps the whole game tree. Can we make it
more efficient?

2Zinkevich et al., “Regret minimization in games with incomplete
information”
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Fictitious Self-Play

Generalized Weakened Fictitious Play14:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi

εt(π
−i
t + M i

t+1)

14Leslie and Collins, “Generalized weakened fictitious play”
Alireza Kazemipour Fictitious Play in Self Play



52/63

Fictitious Self-Play

Generalized Weakened Fictitious Play14:

πi
t+1 ∈ (1− αt+1)π

i
t + αt+1bi

εt(π
−i
t + M i

t+1)

Generalized weakened fictitious play made leveraging two
approximations possible that Fictitious Self-Play (FSP)
implemented:

1 We can estimate the best response up to an εt error in
round t.

2 We can estimate the opponent’s strategy with noisy
predictions modeled by Mt in round t.

14Leslie and Collins, “Generalized weakened fictitious play”
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Estimating the best response
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Estimating the best response

bi
εt(π

−i
t + M i

t+1)

By fixing (π−i
t + M i

t+1), the problem of finding the best
response is turned into a single agent utility maximization a.k.a
Reinforcement Learning to find an εt-optimal policy!
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Estimating the best response

bi
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−i
t + M i

t+1)

By fixing (π−i
t + M i

t+1), the problem of finding the best
response is turned into a single agent utility maximization a.k.a
Reinforcement Learning to find an εt-optimal policy!

To get around the exploration requirements of reinforcement
learning, SFP15 used the offline method FQI16 to learn bi

εt .

15Heinrich, Lanctot, and Silver, “Fictitious self-play in extensive-form
games”

16Ernst, Geurts, and Wehenkel, “Tree-based batch mode reinforcement
learning”
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Estimating the opponent’s strategy

bi
εt(π

−i
t + M i

t+1)
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Estimating the opponent’s strategy

bi
εt(π

−i
t + M i

t+1)

To estimate π−i
t , count the number of times an action has been

taken at an information state or alternatively accumulate the
respective strategies’ probabilities of taking each action is
enough. However, sampled distribution π̂−i is a noisy
estimation of the true distribution of π−i which is captured by
M i

t = 1
αt
(π̂t

−i − π−i
t ).
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Estimating the opponent’s strategy

Let Ai be the set of actions available to player i, a set of
sampled tuples, (hi

t , ρ
t
i), where hi

t is agent i’s information set
and ρt

i is the policy that the agent pursued at this set when this
experience was sampled from the dataset. For each tuple
(hi

t , ρ
t
i) the update accumulates each action’s weight at the

information set:

∀a ∈ A(ht);N (ht , a)← N (ht , a) + ρt(a)

∀a ∈ A(ht); π̂(ht , a)←
N (ht , a)
N (ht)
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Results

Alireza Kazemipour Fictitious Play in Self Play



60/63

Results
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NSFP
Neural Self Fictitious Play (NSFP)17

17Heinrich and Silver, “Deep reinforcement learning from self-play in
imperfect-information games”
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NSFP
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Thank You! :)

Alireza Kazemipour Fictitious Play in Self Play


