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What should the agent do?
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The agent only knows there is at least one 
that has the minimum reward a           that 
has the highest reward.

The agent’s supposed to water         .
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The agent only knows there is at least one 
that has the minimum reward a           that 
has the highest reward.

The agent’s supposed to water         .

I’m going to answer the question in the slide’s title in this talk.



What should the agent do? 

1. How to detect  cells from all the others? 

2. How to deal with  cells? 

3. Can the agent be efficient in watering  

 while not impacting (1) and (2)?

⊥

⊥

Breaking the overarching question into subproblems
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This talk

• Review: 

• Markov Decision Processes 

• Model-Based Interval Estimation with Exploration Bonus (MBIE-EB) 

• Problem setting: 

• Monitored Markov Decision Processes 

• My proposed solution: Monitored MBIE-EB 

• Theoretical performance 

• Empirical performance 

• List of contributions 

• Future work 

• Acknowledgement
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Review
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Markov decision processes (MDPs)
A typical mathematical model of interaction in RL
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Markov decision processes (MDPs)
A typical mathematical model of interaction in RL
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The goal:  

A finite MDP:  

 is the state space 

 is the action space 

 is the expected immediate reward 

 is the transition dynamics 

max
π

𝔼π [
∞

∑
t=0

γtRt+1]
⟨𝒮, 𝒜, r, p, γ⟩

𝒮

𝒜

r

p

0 ≤ γ < 1

Environment

Agent



Markov decision processes (MDPs)
How to maximize the expected discounted return using models?
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Follow 

. 

The model-based learning’s challenge:  

We know sample estimates , and , 
but we don’t know the true  and ! 😭 

One solution: 

Using measures on how uncertain we are about , and . 

If we are confident about the quality of sample estimates, then we are golden.

Q*(s, a) = r(s, a) + γ∑
s′￼

p (s′￼ s, a) V*(s′￼)

̂r ̂p
r p

̂r ̂p

Environment

Agent



Measuring uncertainty

• Suppose you have  samples. Then 

distance(empirical mean, true mean)  

• If you particularly have  Bernoulli samples. Then 

distance(empirical mean, true mean)  

for sufficiently large value of .

n

≤
β

n

n

≤
β
n

β
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, and   measure the 

uncertainty. 

β

n

β
n
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Let  denote the action-value 
functions we get using , and .

Q̂
̂r ̂p
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Model-based interval estimation with exploration bonus (MBIE-EB)

There is an algorithm called MBIE-EB  that is greedy with respect to: 1

Q̂(s, a)

16
1. A. Strehl, et al. “An analysis of model-based Interval Estimation for Markov Decision Processes,” 
 (Journal of Computer and System Sciences ’08)
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Model-based interval estimation with exploration bonus (MBIE-EB)

There is an algorithm called MBIE-EB  that is greedy with respect to: 1

Q̂(s, a) +
β1

n⏟
uncertainty of  ̂r

+
β2

n⏟
uncertainty of  ̂p
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number visits to (s, a)

1. A. Strehl, et al. “An analysis of model-based Interval Estimation for Markov Decision Processes,” 
 (Journal of Computer and System Sciences ’08)



Model-Based interval estimation with exploration bonus (MBIE-EB)

There is an algorithm called MBIE-EB that is greedy with respect to: 

 

MBIE-EB is also efficient since it finds an -optimal policy in following number of time steps: 

 

Q̂(s, a) +
β1

n⏟
uncertainty of  ̂r

+
β2

n⏟
uncertainty of  ̂p

ϵ

Õ ( |𝒮 |2 |𝒜 |
ϵ3(1 − γ)6 )
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number visits to (s, a)



Takeaways so far: 

1.  A good algorithm like MBIE-EB uses 
bonuses as measures of uncertainty 

2. We’re interested in solving 
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Problem setting
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MDPs cannot model 
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But Monitored MDPs  can!1

231. S. Parisi, et al. “Monitored Markov Decision Processes,” (AAMAS '24)



Monitored Markov decision processes (Mon-MDPs)
An extension of MDPs to cover partial observability of rewards
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Monitored Markov decision processes (Mon-MDPs)
An extension of MDPs to cover partial observability of rewards
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Monitored Markov decision processes (Mon-MDPs)
An extension of MDPs to cover partial observability of rewards
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Environment

Monitor

Agent

• The goal:  

• A finite Mon-MDP:  

•  

•  is the joint mean reward 

•  is the joint transition dynamics 

• Monitor function , and   

•

max
π

𝔼π [
∞

∑
t=0

γt (Re
t+1+Rm

t+1)]
⟨𝒮, 𝒜, r, p, f m, γ⟩

𝒮 : = 𝒮e × 𝒮m, 𝒜 : = 𝒜e × 𝒜m

r

p
̂R e
t+1 ∼ f m ̂R e

t+1 ∈ ℝ ∪ { ⊥ }

0 ≤ γ < 1

Monitored Markov decision processes (Mon-MDPs)
An extension of MDPs to cover partial observability of rewards
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Assumption

31

Truthfulness: The monitor doesn’t change the underlying reward: 

̂R e
t+1 ∈ {Re

t+1, ⊥ }

Environment

Monitor

Agent



Bottleneck - An example of a Mon-MDP
Suppose the button activates a monitoring system
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Let  be random uniform and  

 

𝒮m : = {OFF,  ON}, 𝒜m : = {NO-OP}

Xt 0 ≤ ρ ≤ 1

̂R e
t+1 : = {Re

t+1, if Xt ≤ ρ and Sm
t = ON;

⊥ , Otherwise

Sm
t+1 : =

ON, if Sm
t = OFF and Se

t = "B-CELL" and Ae
t = ↓ ;

OFF, if Sm
t = ON and Se

t = "B-CELL" and Ae
t = ↓ ;

Sm
t , Otherwise

Bottleneck - An example of a Mon-MDP
Suppose the button activates a monitoring system
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Bottleneck - An example of a Mon-MDP
Suppose the button activates a monitoring system
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Let  be random uniform and  

 

 

𝒮m : = {OFF,  ON}, 𝒜m : = {NO-OP}

Xt 0 ≤ ρ ≤ 1

̂R e
t+1 : = {Re

t+1, if Xt ≤ ρ and Sm
t = ON;

⊥ , Otherwise

Sm
t+1 : =

ON, if Sm
t = OFF and Se

t = "B-CELL" and Ae
t = ↓ ;

OFF, if Sm
t = ON and Se

t = "B-CELL" and Ae
t = ↓ ;

Sm
t , Otherwise

Rm
t+1 : = {−0.2, if Sm

t = ON;
0, Otherwise



Solution
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Our research questions
Review
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1. How to detect  cells from all the others? 

2. How to deal with  cells? 

3. Can the agent be efficient in watering  

 while not impacting (1) and (2)?

⊥

⊥



1- How to detect true  cells? ⊥
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1- How to detect true  cells? ⊥

 R̃ t+1 = {1 if the action led to observing the reward in a state that the reward hasn't been observed before
0 otherwise

Explore to observe rewards
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 is Bernoulli. 

R̃ t+1 = {1 if the action led to observing the reward in a state that the reward hasn't been observed before
0 otherwise

R̃ t+1

1- How to detect true  cells? ⊥
Explore to observe rewards
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Measuring uncertainty

• Suppose you have  samples. Then 

distance(empirical mean, true mean)  

• If you particularly have  Bernoulli samples. Then 

distance(empirical mean, true mean)  

for sufficiently large value of 

n

≤
β

n

n

≤
β
n

β

Review
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, and   measure the 

uncertainty. 

β

n

β
n
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1- How to detect true  cells? ⊥

 

 is Bernoulli. 

R̃ t+1 = {1 if the action led to observing the reward in a state that the reward hasn't been observed before
0 otherwise

R̃ t+1

Explore to observe rewards

43



 

 is Bernoulli. 

Be greedy w.r.t  

R̃ t+1 = {1 if the action led to observing the reward in a state that the reward hasn't been observed before
0 otherwise

R̃ t+1

Q̃ (s, a) = g ( β1

n )
uncertainty for  r̃

1- How to detect true  cells? ⊥
Explore to observe rewards
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A function



 

 is Bernoulli. 

Be greedy w.r.t  

R̃ t+1 = {1 if the action led to observing the reward in a state that the reward hasn't been observed before
0 otherwise

R̃ t+1

Q̃ (s, a) = g ( β1

n )
uncertainty for  r̃

+ γ∑
s′￼

̂p (s′￼ s, a) Ṽ (s′￼) +
β2

n⏟
uncertainty for  ̂p

1- How to detect true  cells? ⊥
Explore to observe rewards
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number visits to 
 (s, a)

A function



Our research questions
Review
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1. How to detect  cells from all the others? ✅ 

2. How to deal with  cells? 

3. Can the agent be efficient in watering  

 while not impacting (1) and (2)?

⊥

⊥



2- How to deal with  cells? ⊥

47



2- How to deal with  cells? ⊥
Be pessimistic about them
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Our research questions
Review
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1. How to detect  cells from all the others? ✅ 

2. How to deal with  cells? ✅ 

3. Can the agent be efficient in watering  

 while not impacting (1) and (2)?

⊥

⊥



3- Can the agent be efficient?
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3- Can the agent be efficient?
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Use MBIE-EB



, and   measure the 

uncertainty. 

β

n

β
n
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 Q̂(s, a) = ̂re (se, ae) +
β1

n1
⏟

uncertainty of re

number of times the 
env reward is 

observed

3- Can the agent be efficient?
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Use MBIE-EB



 Q̂(s, a) = ̂re (se, ae) +
β1

n1
⏟

uncertainty of re

+ ̂rm (sm, am) +
β2

n2
⏟

uncertainty of rm

number of times the 
mon reward is 

observed

number of times the 
env reward is 

observed

3- Can the agent be efficient?
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Use MBIE-EB



 Q̂(s, a) = ̂re (se, ae) +
β1

n1
⏟

uncertainty of re

+ ̂rm (sm, am) +
β2

n2
⏟

uncertainty of rm

+ γ∑
s′￼

̂p (s′￼ s, a) ̂V (s′￼) +
β3

n3
⏟

uncertainty of p

number of visits to 
 (s, a)

number of times the 
mon reward is 

observed

number of times the 
env reward is 

observed

3- Can the agent be efficient?
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Use MBIE-EB



 

If  was zero (due to unobservability), use          instead. 

Q̂(s, a) = ̂re (se, ae) +
β1

n1
⏟

uncertainty of re

+ ̂rm (sm, am) +
β2

n2
⏟

uncertainty of rm

+ γ∑
s′￼

̂p (s′￼ s, a) ̂V (s′￼) +
β3

n3
⏟

uncertainty of p

n1

number of visits to 
 (s, a)

number of times the 
mon reward is 

observed

number of times the 
env reward is 

observed

3- Can the agent be efficient?
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Use MBIE-EB



Our research questions
Review
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1. How to detect  cells from all the others? ✅ 

2. How to deal with  cells? ✅ 

3. Can the agent be efficient in watering  

 while not impacting (1) and (2)? ✅

⊥

⊥



Our research questions
Review
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1. How to detect  cells from all the others? ✅ 

2. How to deal with  cells? ✅ 

3. Can the agent be efficient in watering  

 while not impacting (1) and (2)? ✅

⊥

⊥

🎊



Monitored MBIE-EB’s theoretical performance
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Monitored MBIE-EB’s theoretical performance
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𝒪̃ ( |𝒮 | |𝒜 |
ρ(1 − γ)6ϵ3 )



Monitored MBIE-EB’s empirical performance
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Monitored MBIE-EB’s empirical performance
On River Swim
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The agent should go to the right but due to 
 stochasticity, it’s more likely to move left or stay put. 
This stochasticity makes the exploration hard.



Monitored MBIE-EB’s empirical performance
On River Swim & Bottleneck 
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The agent should go to the right but due to 
 stochastic, it’s more likely to move left or stay put. 
This stochasticity makes the exploration hard.



Monitored MBIE-EB’s empirical performance

- Dashed horizontal line is the minimax-optimal discounted return.

Directed Explore-Exploit (Directed E ) is the state-of-the-art algorithm in Mon-MDPs2

64

Bottleneck w/ ρ = 5 % Bottleneck w/ ρ = 5 %River Swim

Monitored MBIE-EB Directed E2 Known Monitor



1. Due to being model-based and planning, Monitored MBIE-EB performs well on River Swim. 

2. Monitored MBIE-EB is robust against stochastic observability and finds the minimax-
optimal policy. 

3. Monitored MBIE-EB can leverage prior knowledge about the monitor.

Takeaways
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List of Contributions
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List of my contributions

• Defining the minimax-optimality in Mon-MDPs replacing the notion of MDPs' optimality. 

• Presenting Monitored MBIE-EB, the first model-based minimax-optimal algorithm for Mon-
MDPs. 

•  Proving the polynomial sample complexity of Monitored MBIE-EB. 

•  Showing the dependence of the Monitored MBIE-EB’s sample complexity on  in Mon-
MDPs is essentially unimprovable. 

•  Demonstrating the superior performance of Monitored MBIE-EB compared to Directed     
E , the previous state-of-the-art algorithm in Mon-MDPs. We showed more dramatic results 
when the dynamics of how the agent can or cannot observe the reward is known apriori.

ρ

2
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Future work
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1- Planning and counts in the latent space
Beyond finite domains

69
(2016) (2020)



2- Use a better base algorithm
MBIE-EB’s upper bound is loose 
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Ω̃ ( |𝒮 | |𝒜 |
(1 − γ)3ϵ2 )

(2012)

𝒪̃ ( |𝒮 | |𝒜 |
ρ(1 − γ)6ϵ3 )

Our upper bound



3- Unifying the observation and optimization
A unified algorithm

71

Explicit Explore or Exploit (E ), (2002)3 R-Max, (2002)
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Thank you! :)
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